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Abstract

In this article we investigate the size, in terms of total assets managed, of equity mutual funds. We show that the large tail
of the size distribution of equity funds is best described by a log-normal as opposed to a power law. We begin our analysis by
comparing the power law tail hypothesis to the log-normal tail hypothesis and show that not only is the log-normal hypothesis
more likely but that the power law tail may be rejected. We argue, using a stochastic growth model, that the mutual fund
ecology is young and as such it is in a transient state and given enough time it will converge to a steady state in which the
large tail of the distribution follows a power law. Previous analysis of the mutual fund ecology dangerously treated the process
as stationary without identifying the time scales in which the process converges. Such a treatment predicts a stationary size
distribution with a power law tail that was argued to follow Zipf’s law. We construct a stochastic growth model for the
ecology of mutual funds in which the evolution is governed by three processes; growth, modeled as a Gibrat process, creation
and annihilation of funds. We provide an analytical solution to the model which allows us to identify the time scales of the
evolution process and treat the process as time dependent . Our model can be made more realistic by modifying the growth
process with the empirical observations that the variance and drift of the growth process are size dependent . We show, using
simulations, that the modified model does an excellent job of describing the top tail of the size distribution. By describing
the distribution using a random process we show, as was argued by Herbert Simon, that investor choice is not of fundamental
importance for the description of all of the observable attributes of the economy.
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I. INTRODUCTION

The investigation of distributions has been an area of active research in economic and social systems for many years.
One approach for explaining these distributions is to examine the processes that govern their behavior and treat them
as stochastic processes [19, 28, 32, 33]. By modeling these processes one can identify key properties responsible for
creating the observed distribution and perhaps even find similarities across several seemingly disparate systems [33].

Some of the observed distributions in various types of systems seem to exhibit heavy tails. Among these distri-
butions are the distribution of wealth [35], the distribution of firm sizes [2, 39] (aggregated across industries) and
the distribution of number of inhabitants in cities [18] which are shown to follow Zipf’s law. Lately there have been
observations that several phenomena in financial markets obey heavy tailed distributions. Out of these phenomena
two have been the center of recent research: the distribution of traded volume and the distribution of returns [20, 21].
These distributions were observed to have a power law tail with different tail exponents. The exponent of these two
tails was extensively studied [13, 40] and there is an ongoing attempt to try to relate the two exponents through
a simple mechanism [15, 17, 25, 35]. It is believed that the relation between these two exponents depends on the
distribution of investors wealth which is believed too to obey a power law tailed distribution.

The upper tail of investor wealth distribution can be studied by investigating the characteristics of large players.
Large players such as institutional investors were shown to play a large role in market activity [10] and as such they
contribute to some of the behaviors we observe in financial markets. One can hypothesize that these Institutional
investors are responsible for the tails of the distributions due to their size and stature in the financial world. As such,
we are interested in studying the statistical properties of institutional investors. We chose to work with mutual funds
due to the high quality data available. In this work we focus on the size distribution of mutual funds and show that
the distribution of equity fund sizes is better described as a log-normal. The log-normality of the size distribution is
in contrast with arguments that the distribution obeys Zipf’s law [15, 16]. Since mutual funds are firms our work is
a study of the size distribution of firms belonging to a single industry.

The distribution of firm sizes has been actively researched over the years yielding interesting observations and as
a consequence models were proposed to explain them. It has been observed early on that the size distribution of
firm sizes is highly skewed [32, 41]. This observation holds true for the size distribution of firms belonging to a
single industry and for for the distribution of firm sizes across industries. The firm size distribution was found to
be right skewed [1, 2, 4, 11, 32, 36, 37, 41] in the sense that the modal size is smaller than the median size and
both are smaller than the mean firm size. We find that the size distribution of mutual funds exhibits similar right
skewness. This is not surprising since mutual funds are firms. The observed skewness of the size distribution can be
explained by modeling the growth process of the firms as a stochastic process and many such processes have been
proposed [15, 16, 19, 28, 32, 33, 38, 41]. Even though these processes yield skewed distributions the upper tail of
these distributions is log-normal in some and pareto in others.

The functional form of the upper tail of the firm size distribution is debated. One must discuss separately the size
distribution of firms in a single industry from the distribution aggregated across industries. It is accepted that by
aggregating across industries the resulting size distribution has a power law tail [2, 4, 11] but it is not clear whether
it is the result of the aggregation process [4, 11]. For firms belonging to a single industry the upper tail was found
to be a log-normal [1, 4, 11, 32, 36, 37, 41] while others found it to be a power law [2]. Previous work on the size
distribution of mutual funds argued that the distribution follows a power law upper tail [15-17] while we, on the other
hand, show in this work that the distribution is better described by a log-normal upper tail.

In order to explain the observed log-normal upper tail of the mutual fund size distribution we investigate the
mechanism of growth [42]. Previous work on the mechanisms of growth of mutual funds include [3, 16]. The growth is
decomposed into two mechanisms; return and money flux. Clearly, these two mechanisms, return and net money flux,
are correlated since a fund yielding high returns will attract investors while a poor performance by a fund will deter
investors. For work done on correlations between the flux of money into or out of a mutual fund see [7, 8, 22, 31, 34]
and references there in.

Another interesting question is whether there is any size dependence in these changes. It was shown that the growth
rate of firms is larger for small firms and is size independent for large firms [4, 5, 12, 23, 24, 26, 29]. Such a constant
return to scale industry (for large firm sizes) is consistent with a Gibrat model for the growth process. We investigate
the size dependence of the growth process on the mutual fund size and fins similar results for the size dependence.
The return seems to be independent of size. Meaning, that on average the performance of a fund is independent of
the fund size as was also investigated by[17]. We find this to be in agreement with an efficient market in which we
can not achieve greater return by simply going to larger funds. This observation of efficiency in regard to fund size
is complimentary to the believed efficiency with respect to performance [27]. In contrast to the return, the money
flux decays with the fund size. Thus for small sizes the dominating mechanism is money flux whereas returns are the
dominating growth mechanism for large funds sizes and the growth is then independent of the mutual fund size.

We show in this work that the variance of the growth process for mutual funds is size dependent. The variance in



growth rate decays with size with a rate that depends on the size. This is in accord with observations the the variance
of the growth rate of firms in individual industries is size dependent [1, 4-6, 11, 14, 36, 37] and references there in.
Not only do we observe a size dependence in the variance of the growth rate but we observe the same functional form.
The variance in firm growth rates was shown to obey a power law decay and not surprisingly we show that so does
the variance for the variance in the mutual fund growth rates.

With the empirical observation as guide lines, we offer a random growth model that captures the essence of the
mechanism responsible for the observed distribution of fund sizes. We solve the model analytically and we show that
the distribution evolves from a log-normal initial state towards a power law stationary state. Using a Green’s function
approach for the solution of the time dependent evolution of the fund size PDF we show that dynamics of the growth
process yield a log-normal tail. This log-normal tail is an innate quality of the dynamics and does not depend on the
way funds are created. The independence of the log-normal tail and the creation process is valid as long as funds are
not created with a heavier tailed distribution then a log-normal. The distribution evolves towards a power law tailed
distribution due to the annihilation process of funds. The role of a random annihilation process in creating a steady
state power law tailed distribution was previously studied in [30].

The solution for the time dependent evolution of the distribution enables us to identify the important time scales
in which the distribution converges toward a power law. Using the empirical rates we calculate the time scales and
show that they are indeed large compared to the age of the industry. Thus, our analysis predicts that the distribution
will be better described by a log-normal then a power-law, which is verified using the empirical data.

The paper is organized as follows. Section II examines the size distribution of mutual fund using the empirical data.
The underlying processes responsible for the size distribution, as they appear in the data, are discussed in Section
IIT. Using the empirical observation for the dynamical processes Section IV lays out our model and the resulting
equations that govern the time evolution of the size distribution. The model is solved and discussed in Section V.
Section VI presents simulation results of the proposed model and compares them to the empirical data. Section VII
presents modification to the model as suggested by the data. The modified model is simulated and compared to the
data.

II. THE OBSERVED DISTRIBUTION OF MUTUAL FUND SIZES

Recently the distribution of fund sizes was reported to have a power law tail which follows Zipf’s law [15-17]. Zipf’s
law is defined such that the Cumulative Distribution Function (CDF) for the mutual fund size s obeys a power law

P(s > X) ~ X%,

with an exponent of (s &~ 1. where s denotes the mutual fund size.

In the following section we will investigate the size distribution using the CRSP database. The analysis will be
carried out for equity funds, which are defined as funds with a portfolio consisting of at least 80% stocks. We test
the hypothesis of a power law tail against the hypothesis that the distribution is actually a lognormal . In Figure 1
the cumulative distribution of sizes P(s > X) is plotted. The cumulative distributions (CDF) for the years 1993,1998
and 2005 were calculated using the empirical data for equity funds. [43]. In [17] the CDF for fund sizes in the year
1999 is plotted on a double logarithmic plot. In Figure 2 we reconstruct the graph by plotting the CDF for funds
with sizes s > 10° on a double logarithmic scale. The CDF is compared to an algebraic relation of exponent ¢, = —1
which is represented in the plot by a line of slope -1. It is not at all obvious that this is a power law. Thus, in the
following subsection we will test the hypothesis of a power law tail in several ways. At first we will check the validity
of a power law fit to the data using statistical tests.

A. Is the distribution of fund sizes a power law?

In this section we investigate the hypothesis of a power law upper tail for the fund size distribution. By quantitatively
testing the validity of such a hypothesis, we argue that such a power law hypothesis is weak at best for some years
and can be unquestionably rejected for the other years.

Following [9] and references there in, we test the validity of the power law hypothesis. The power law hypothesis is
such that above a certain fund size denoted by S, the probability density function p(s) obeys a power law for sizes

larger than s,,ip
Cs s —(¢s+1)
p(s) = —— ; (1)
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FIG. 1: The CDF for the mutual fund size s (in millions) is plotted on a double logarithmic plot. The cumulative distribution
for funds existing at the end of the years 1993, 1998 and 2005 are given by the full, dashed and dotted lines respectively.
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FIG. 2: The CDF for the mutual fund size s (in millions) existing in the end of 2005 is plotted in a double logarithmic scale (
dotted line) is compared to an algebraic relation with exponent —1 (full line)

where the distribution is normalized in the interval [s;,in,00). Thus, such a power law fitting has two parameters
Smin and the exponent (5. The MLE for the scale parameter (s depends on S,,;,. This crossover size Sy, is not
chosen arbitrarily (by visualization) but is chosen such that it minimizes the Kolmogorov-Smirnov (KS) statistic D
[9]. The KS statistic is the distance between the CDF's of the empirical data P.(s) and the fitted model Py(s)

D= max |Pu(s) - Py(s)].

S$2Smin

By following the above procedure we fit the size distribution of funds existing at the end of the years 1991 to 2005.
The estimated parameters are summarized in Table I. The value for (s and s,,;, is given for each of the each of the
years. The mean of the yearly values is calculated ¢; = 1.09 + 0.04 and can be regarded as agreeing with Zipf’s law
for which the exponent is ~ —1. The standard error is calculated by dividing the standard error by the square root
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FIG. 3: The number of equity funds as a function of time for the yeas 1991 to 2005(e). The data is compared to a linear
dependence.
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FIG. 4: (a) The p-value for a power law tail hypothesis calculated for the years 1991 to 2005. (b) The number of equity funds
Niqi(t) in the upper tail s.t. s > smin as a function of time for the years 1991 to 2005(e).

of the number of observations (number of years).

Our ability to fit the data with a power law does not mean that the power law fit is a good one. In order to check
the validity of the power law hypothesis we will try and address the plausibility that the sample we observe is actually
drawn from the hypothesized power law model. We do so by calculating the p-value for this model. The p-value
is the probability that a data set of the same size randomly drawn from the hypothesized distribution will have a
goodness of fit not better than the empirical data. As the goodness of fit we use the KS statistic D described above.
The p-value is calculated numerically using a monte-carlo method [9]. The method is such that we generate a large
number of synthetic data sets. Each synthetic data set is drawn from the empirical distribution for s < s,,;, and for
$ > Smin We draw from a power law distribution with an exponent that is the best fit to the empirical data given
Smin- For each data-set we calculate the KS statistic to it’s best fit. The p-value is the fraction of the data sets for
which the KS statistic to it’s own best fit is larger then the KS statistic for the empirical data and it’s best fit. The
resulting p-value were calculated numerically using 10000 randomly chosen data sets.

In Figure 4(a) the p-value for each of the years 1991 to 2005 is given. The results are summarized in Table I where
the p-value for the power law fit is calculated for the data at the end of each year as well as the mean across the years.
The standard error for the mean was calculated by dividing the standard deviation by the square root of the number
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TABLE I: The values for each of the parameter (rows) are given for each year (columns). The mean and standard deviation
are evaluated for the yearly values. The standard error is calculated by dividing the standard deviation by the square root of
the number of observations, which corresponds to the number of years.

N - the number of equity funds existing at the end of each year.

(s - the power law tail exponent (1).

Smin - the lower tail cutoff above which we fit a power law (1).

Niqir - the number of equity funds belonging to the upper tail s.t. s > Spin-

i - the drift term for the geometric random walk (9).

o - the standard deviation of the mean zero Wiener process (9).

R - the log likelihood ratio of a power law fit relative to a log-normal fit (3) .

of observations. One can notice that the p-value decreases with time s.t. the power law hypothesis can not be rejected
at the beginning but as time progresses it can be rejected. The number of equity funds increases approximately linear
with time as can be seen in Figure 3 and so do the number of equity funds in the upper tail Ny, given in Figure 4(b).
The number of funds in the upper tail is defined as the number of funds in each of the years with a size s > s;in.
Figure 4 suggests that as the number of funds in the upper tail increases one can reject the power law hypothesis due
to better statistics. However, the hypothesis can not be rejected for the year 2005. The values of Ny and N for
each year are summarized in Table I.

We can conclude that the power law tail hypothesis is questionable however it cannot be unequivocally rejected.
In the following section we show that regardless of the validity of the power law hypothesis, the data is more likely to
be explained by a log-normal hypothesis.

B. Is the distribution of fund sizes log-normal?

Whether we choose to reject the power law tail hypothesis or not we can test the data for another hypothesis. We
propose that the data is better described by a log normal distribution. The log normal distribution is defined such
that the density function prn(s) obeys

p(s) =

i (log(s) - m?)
e VOO — Ps)
soy/2m P ( 202

and the CDF is given by

1 1 log(s) — ps
P ! = - — — f _— .
(s" > s) 5~ ¢ < N

A qualitative method to compare a given sample to a distribution is by a probability plot in which the quantiles
of the empirical distribution are compared to the suggested distribution. Figure 5(a) is a log-normal probability plot
for the size distribution of funds existing at the end of the years 1991 to 2005 while Figure 5(b) is a log-normal
probability plot for the size distribution of funds existing at the end of 1998. The empirical quantiles are compared to
the theoretical log-normal values. For both years, the quantiles fall on the dashed line which represents the log-normal
theoretical values. Thus, for most of the tail the distribution seems to follow a log-normal distribution. However, the
largest values in the tail of the distribution are above the dashed line for both the years 1991 and 2005. This means
that for very large sizes the empirical distribution decays faster then a log-normal. Since a power law distribution
decays slower then the log-normal this hints that a log-normal tail hypothesis is better suited.
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FIG. 5: A log-normal probability plot for the size distribution (in millions of dollars) of equity funds. The size quantiles are
given in a base ten logarithm. The empirical quantiles (o) are compared to the theoretical values for a log-normal distribution
(dashed line). This is similar to a QQ-plot with the empirical quantiles on the x-axis and the theoretical quantiles for a
log-normal on the y-axis. (a) The empirical quantiles are calculated from funds existing at the end of the year 1998. (b) The
empirical quantiles are calculated from funds existing at the end of the year 2005.
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FIG. 6: A Quantile-Quantile (QQ) plot for the size distribution (in millions of dollars) of equity funds. The size quantiles are
given in a base ten logarithm. The empirical quantiles are calculated from the size distribution of funds existing at the end
of the year 1998. (a) A QQ-plot with the empirical quantiles as the x-axis and the quantiles for the best fit power law as the
y-axis. The power law fit for the data was done using the maximum likelihood described in Section IT A and the fit parameters
are Smin = 1945 and o = 1.107. The empirical data was truncated from below such that only funds with size s > $,.in Were
included in the calculation of the quantiles. (b) A QQ-plot with the empirical quantiles as the x-axis and the quantiles for the
best fit log-normal as the y-axis. The log-normal fit for the data was done used the maximum likelihood estimation given smin
(2) yielding p = 2.34 and o = 2.5. The value for smin is taken from the power law fit evaluation.
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FIG. 7: A histogram of the base 10 logarithm of the log likelihood ratios R computed using (3) for each of the years 1991 to
2005. A negative log likelihood ratio implies that it is more likely that the empirical distribution is log-normal then a power
law. Since the log likelihood ratio for any of the years is negative we can conclude that a log-normal hypothesis better suits
the size distribution of funds existing at the end of the years 1991 to 2005.

A visual comparison between the two hypothesis can be made by looking at the Quantile Quantile (QQ) plots
for the empirical data compared to each of the two hypotheses. In a QQ-plot we scatter plot the quantiles of one
distribution as the x-axis and the other’s as the y-axis. If the two distributions are the same then we expect the points
to fall on a straight line. Figure 6 is a QQ-plot for the size distribution (in millions) of equity funds compared to the
two hypotheses. The empirical quantiles are calculated from the size distribution of funds existing at the end of the
year 1998. In Figure 6(a) the empirical quantiles are the x-axis while the quantiles from the best fit power law are
the y-axis. The power law fit for the data was done used the maximum likelihood described in Section IT A and the
fit parameters are S,,;, = 1945 and a = 1.107. The empirical data was truncated from below such that only funds
with size s > sy, where included in the calculation of the quantiles. (b) A QQ-plot with the empirical quantiles as
the x-axis and the quantiles for the best fit log-normal as the y-axis. The log-normal fit for the data was done used
the maximum likelihood estimation given S, (2) yielding u = 2.34 and o = 2.5. The value for s,,;, is taken from
the power law fit evaluation. In both we can conclude that the tail of the empirical distribution decays faster then
either a power law or a log-normal. The log-normal is clearly a better fit.

A more quantitative method to address the question of which hypothesis better describes the data is to compare
the likelihood of the observation in both hypotheses. We define the likelihood for the tail of the distribution to be

L= ][ »Gs)-

85 2>8min

We define the power law likelihood as Lpy = HSJZSm,m ppr(s;) with the probability density of the power law tail
given by (1). The lognormal likelihood is defined as Lyy = Hs@smm prn(s;) with the probability density of the
lognormal tail given by '

p(s)
1-— P(szn)

- o (g ]

The more probable it is that the empirical sample is drawn from a given distribution, the larger is the likelihood
value for that set of observations. The ratio of these likelihoods implies from which probability distribution is it more
likely that the observed data follows. However it does not address the issue of the validity of such a fit to the data.

pLN(S) =



We define the log likelihood ratio as

R1H<LPL). (3)

Lin

The sign of the log likelihood is determined by the value of the ratio of likelihoods for the two distributions. If R
is positive it implies that the likelihood for a power law tail is larger then the likelihood for the sample to be drawn
from a log-normal distribution. Thus, a positive value for R implies that the power law hypothesis is more probable
then a log-normal. A negative value for R implies that the log-normal tail is more probable . For each of the years
1991 to 2005 we computed the maximum likelihood estimators for both the power law fit and the log-normal fit to
the tail, as explained above and in Section IT A. Using the fit parameters, the log likelihood ratio was computed (3)
for each of the years 1991 to 2005 and the results are summarized in Figure 7. The histogram clearly shows that for
each of the years (all points) the resulting R is negative, implying that the log-normal hypothesis is more probable.
We conclude that the log-normal tail hypothesis is better suited to describe the empirical data.

III. EMPIRICAL JUSTIFICATION FOR THE MODEL

So far we have shown that the upper tail of the size distribution is better described as a log-normal than a power law
as was previously . In the following sections we attempt to justify the observation through a stochastic growth model.
We wish to construct a model that is as simple as possible while capturing the essence of the dynamics of the mutual
funds as observed from the empirical data. Our empirical analysis is carried out using the CRSP Survivor-Bias-Free
US Mutual Fund Database. This data base enables us not only to study the sizes over time but also to investigate
the mechanism of growth. We investigate the time behavior of equity funds over the years 1991 to 2005. We define
an equity fund as a fund with a portfolio consisting of at least 80% stocks. Even though the data base has data on
mutual funds dating back to 1961 the data on equity mutual funds as defined above is available for funds mainly from
the year 1991. Thus, we chose to treat the data as if no equity funds were available prior to 1991.

We define a model consisting of three possible events; creation of funds, annihilation of funds and changes in the size
of funds. In the following section we investigate these three processes while trying to characterize it on the simplest
manner. Some of the characteristics of these processes will be neglected in order to keep the model as simple as
possible. Nevertheless, we show later on that this simple model captures the essence of the process.

We begin by analyzing the growth process in which is the process in which mutual funds change their size. The
growth is decomposed into two mechanisms; return and money flux. The first process is that of the mutual fund
performance in which the assets under management change due to the return. The second growth process is the flux
of money from investors. This flux can be either negative corresponding to investors leaving the fund or positive
corresponding to money invested in the fund. However, we can only measure the net flux of money.

The data set has monthly values for the Total Assets Managed (TASM) by the fund and the Net Asset Value
(NAV). Using these values we can define the size s of a fund (in millions of US dollars) at time ¢ as s(t) = TASM(t)
and the fractional change in the fund size s as

_os(t+1) —s(t)
As(t) - S(t)

The return at time ¢ is defined by measuring the fractional change in the Net Asset Value (NAV) of the fund at time
t

(4)

 NAV(t +1) — NAV()
Arlt) = NAV(?)

()
The fractional change corresponding to net flux of money Ay is defined as

mmzﬂ“ﬂ—ig&wMu

The fractional change in size due to return A, and the fractional change due to money flux Ay are related through
the relation

(6)

As(t) = Af(t> + Ar(t>' (7)

Clearly, these two mechanisms, return and net money flux, are correlated since a fund yielding high returns will
attract investors while a poor performance by a fund will deter investors. For work done on correlations between the
flux of money into or out of a mutual fund see [7, 8, 22, 31, 34] and references there in.
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FIG. 8: The fractional changes in a funds size as a function of size (in millions). The total fractional size change A (4), the
return A, (5) and the fractional flux of money Ay (6) are represented by (o), (O) and (A) respectively. The calculation is for
fund size changes in the year 2005. The data was binned into 8 logarithmically spaced bins. The error bars were calculated as
the standard error of the mean (in both x and y) in each bin.

Another interesting question is whether there is any size dependence in these changes. To help answer this question,
the empirical fractional size changes; Ag, A, and Ay were calculated for the year 2005 and are plotted as a function of
the fund size s in Figure 8. The return A,., as can be seen in Figure 8, seems to be independent of size. Meaning, that
on average the performance of a fund is independent of the fund size and equity funds can be viewed as a constant
return to scale industry[17]. We find this to be in agreement with an efficient market in which we can not achieve
greater return by simply going to larger funds. This observation of efficiency in regard to fund size is complimentary
to the believed efficiency with respect to performance [27]. In contrast to the return, the money flux Ay decays with
the fund size. Thus for small sizes the dominating mechanism is money flux whereas returns are the dominating
growth mechanism for large funds sizes. This will be further investigated in a following paper. For the purpose of
this work we concentrate on the total change Aj,.

The size movements are modeled as an iid random process such that a size change A at time ¢ is uncorrelated
with previous size changes. At first this seems like an improper assumption since a size change consists of return
and money flux (7) components that were shown to be correlated. Nevertheless, although Ay is correlated with past
performance since the market is assumed to be efficient, we can regard performance (return) to be a random process
and as such so will be the size movements. We can conclude then that an iid approximation for the size changes is a
valid approximation.

As a first approximation, we model the distribution of size changes as a log-normal. In such an approximation the
logarithmic changes are modeled as a normal random variable N(u, o) with a mean p and standard deviation o which
are independent of the fund size in agreement with a Gibrat type process. This is a simplification that allows us to
solve the model analytically and to gain insight into the time evolution of the distribution. We will later show that
there is a size dependence for both the drift and standard deviation terms and we will offer modified models to take
these size considerations into account.

The parameters u and o were measured for each of the years 1991 to 2005 by taking the mean and standard deviation
of the log size changes. The results for each of the years, their mean and their standard error are summarized in
Table I. The standard error was calculated by dividing the standard deviation by the square root of the number of
years. The rates we use here after in our numeric analysis are the means of these yearly rates as given in Table I.

next we examine the creation of new funds. We investigate both the number of funds created each year N.(t) and
the sizes in which they are created. Using a linear regression we find no statistically significant dependence between
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FIG. 9: (a) - The creation size s. Probability Density Function (PDF) for funds created in the years 1991 to 2005 (full line).
The creation size PDF (full line) is compared to the size PDF of equity funds existing in the end of 2005 (dashed line). The PDF
estimate for the size of created funds s. was calculated using a gaussian kernel smoothing technique. The kernel smoothing
window is optimal for a normal density (MATLAB built in function). The PDF was calculated using the sizes s. of all the
funds created in the years 1991 to 2005. (b) - The Cumulative Probability Density P(s. > X) for the sizes of funds created in
the years 1991-2005. The CDF was calculated using order ranking of the empirical data.

N.(t) and N(t — 1). Thus, we approximate the creation of funds as a Poisson process with a constant rate v. The
number of funds as a function of time is plotted in Figure 3 and suggests a linear time dependence for the number of
funds N(t).

In Figure 9(a) we plot the PDF for the size s. of new funds. The density function is estimated using a gaussian
kernel smoothing technic. The density was estimated for the aggregated data for all created funds. In Figure 9(b)
the CDF P(s. > X) of new fund sizes is plotted. With the above plot as motivation we approximate the probability
of a new fund to be created with a size w, f(w), as a normal in log size with a mean us, = 0 and standard deviation
o0s = 3. In order to gauge qualitatively how the empirical initial fund size distribution differs from a log-normal we
use a probability plot Figure 10. The empirical initial fund size distribution differs mostly in the upper and lower
tails as can be seen in Figure 10 where the data points diverge from the straight line. For the lower tail (small initial
fund sizes) the data points fall beneath the line which means that the empirical distribution is heavier tailed. In
contrast, for the upper tail (large initial fund sizes) the data points fall above the line which means that the empirical
distribution is lighter tailed compared with a log-normal. In the mid of the Data point falling on the dashed line
correspond to quantiles which are in agreement with a log-normal. Thus, we can safely approximate the process as
log-normal since the upper tail of the creation size distribution decays faster then a log-normal and as such can not
be regarded as a potential source for heavy tails in the size distribution. Moreover, in Figure 10 the PDF for the size
of new funds is compared to the size PDF of funds existing at the end of 2005. It is clear that the creation process is
not responsible for the observed size distribution.

The third process is the annihilation of funds. We argue that the annihilation process is such that the total number
of annihilated funds is proportional to the number of funds, i.e. there is a size dependent probability A\(w) for any
given fund to be annihilated. In Figure 11 we plot the number of annihilated funds N,(¢) as a function of the total
number of equity funds existing at the previous year N (¢ — 1). Using a linear regression we conclude that N, (t)
depends linearly on N(¢). As a result, we define the annihilation process as follows; each existing fund is annihilated
with a rate A(w) that might depend on the fund size w. If we define the number density as n(w,t), the rate A of
annihilated funds is given by

A= /_ Z Aw)n(w, £)dw.

If we make the simplifying assumption that the rate is independent of size, the rate X is just the slope of the linear
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FIG. 10: A log-normal probability plot for the size distribution (in millions) of new equity funds. The empirical quantiles
(o) are compared to the theoretical values for a log-normal distribution (dashed line). This is similar to a QQ-plot with the
empirical quantiles on the x-axis and the theoretical quantiles for a log-normal on the y-axis.

regression in Figure 11 yielding an annihilation rate per annum of A = 0.092 + 0.015 at a 95% confidence level. Since
we assume the annihilation to be a Poisson process the monthly rate is just the yearly rate divided by the number of
month per year. Using simulations, we verified that the size dependence of the annihilation rate does not change the
essence of the dynamics and this simplification is justified.

IV. A MODEL FOR THE MUTUAL FUND GROWTH DYNAMICS

We begin with a simple model for the growth dynamics of mutual funds. A simple model for stochastic growth of
firms was proposed by Simon et al [32] and more recently similar model describing the growth of equity funds was
proposed by Gabaix et al [16]. There are key differences in the approach we offer. First, they model the tail of the
distribution taken to be funds with size in the top 15% whereas we model the entire spectrum of fund sizes. We
define an equity fund as a fund with a portfolio containing at least 80% stock for a larger sample that will ensure
better statistics. We found that the distribution is the same even for a more strict demand of 95%. However, such a
strict constraint leads to smaller samples and weaker statistical statements. The model proposed by Gabaix et al has
a fund creation rate which is linear with the number of funds whereas the data suggests that the rate has no linear
dependence on the total number of funds. Moreover, the model is solved for the steady state distribution whereas we
solve for the time dependence and show that the asymptotic power law behavior is reached only after a long time.

In our model, the number of mutual funds increases with time. The growth is both in the number of funds and in
the total size (money) of the ecology. We denote by N(¢) the number of funds at time ¢ and by S(t) the total size at
time ¢. The number density of funds of size s at time ¢ is denoted by n(s,t). We begin by assuming that the size of
a fund follows a geometric brownian motion

ds(t) = s(t) (pdt + odWy), (8)

where W, is N(0,1), a mean zero and unit variance normal random variable. For simplicity we will work with the
natural logarithm of the mutual fund size which is denoted by w = log(s) which satisfies the following stochastic
evolution

dw(t) = pdt + odW;. (9)

The Fokker-Planck equation (also known as the forward Kolmogorov equation) for the number density can be
written as
o % 9
—_— t). 1
ow + 2 Ow? n(w?) (10)
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FIG. 11: The number of equity funds annihilated N, (t) in the year ¢ as a function of the total number of funds existing at
the previous year N (¢t — 1) (o). The plot is compared to a linear regression of the data points (full line). The error bars were
calculated for each point under a Poisson process assumption to be the square root of the average number of annihilated funds
at that year. The average number of annihilated funds in each year was taken to be Na(t_— 1) = \/AN(t — 1) where X\ was
calculated as the slope of the linear regression to the points.

However, not only do the fund sizes change but funds can be created and annihilated.

We denote by A(w) the rate in which a fund of size w is annihilated. This can be restated so that any fund of size
w has a probability of A(w)dt to be annihilated from time ¢ to ¢t 4+ d¢t. The rate of creation of new funds is defined as
v . The creation process is such that at time ¢ a new fund is created with a probability vd¢. The size of these new
funds is distributed with a distribution f(w,t). Thus, at time ¢, when a new fund is created, it has a size between '
and ' + dw’ with a probability f(w’,t)dw’.

The time evolution of the number density can be written as

0 2 97

9 (@) = =A@)n(wt) + vf(w,t) + {_ﬂ 2L

y W n(w, t). (11)

Thus, given the creation and annihilation rates A and v, the size distribution of new funds f(w,t) and the initial
condition n(w,0) we can solve for the number density using (11). The total number of funds is defined as

N(t) = /OO n(w', t)dw’ (12)

—00

and obeys the following time evolution

d](\ift(t) —_ / @)@, dw + v (13)

—00
Once the number density is known it is straight forward to calculate the probability density through

n(w,t)
N(t) -

plw,t) = (14)

Since the total number of funds N (¢) is independent of size w, the probability density and the number density exhibit
the same size dependence up to a time dependent constant. Thus, we can solve for the number density instead of the
probability density in order to examine the size dependence of the distribution.
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V. ANALYTICAL SOLUTION FOR THE NUMBER DENSITY n(w,t)

We define the dimensionless size @ = (u/D)w where D = ¢%/2, the dimensionless time 7 = (u?/D)t and the rate
v =1/4+ (D/u?)X for which the Fokker-Plank equation is written in the simple form

{8 02

D -
— _ > e 0/2 0~
S+~ | W) = e (7). (15)

Using a Laplace transform to solve for time dependence and a Fourier transform to solve for the size dependencethe
time dependent number density n(w,t) can now be calculated for a given source f(w,t).

A. An impulse response (Green’s function)

The Fokker-Planck equation in (15) is given in a linear form
Ln(w,7) =S@,7), (16)

where L is a linear operator and § is a source function. We define the Green’s function G(&, 7) to be the solution for
a point source in both size and time

EG(&)*&)&T*T@) 16(@7&}0)5(7'77'0), (17)

where ¢ is the Dirac delta function . Using the Green’s function, the number density for any general source can be
written as

1@.7) = [ [ S(@nm)G(@ — an, 7~ m)dsodm. (18)
We solve for the Green function using a source of the form

%ue—mf(@, ) = 6(0 — @0)d(T — T0). (19)

This is a source for funds of size wy generating an impulse at ¢t = t5. We will assume that prior to the impulse at
t = 0~ there were no funds which means that the initial conditions are n(@,0~) = 0. The Green’s function can be
solved analytically as described in Appendix A. The solution is given by

~ ~ )2
w—w
G((;J_(;)(),T_T[)) = —F/——=€XD —( 0)

) m — (Tt —710)| 0(T — 70)- (20)

B. A continuous source of constant size funds

After obtaining the green’s function we will look at a continuous source of funds of size w, starting at a time ¢
which can be written as

Flw,t) = 6(w — w)O(t — t,). (21)

As described in Appendix A the large times limit of the upper tail of the number density, calculated using an
asymptotic expansion in large @, is given by

n(@,T) = exp <(':J —©s _ Vo —@ |) _vD_ [orf {Q\ﬁ (W>1/4} + erf {2\/’7 (\/ﬁ - (W)1/4> }] .
’ 2 *) 2p2 /A 4y s 4~
(22)
Since v > 1/4 the density is final for both @ — 0o and @ — —oo. The steady state number of funds is given by
) v
tll>nolo N(t) = 3 (23)
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This number is such that the total number of funds created is equal to the number of funds annihilated For an annual
creation rate of v = 700 £ 300 and an annihilation rate of A = 0.092 &+ 0.015 the steady state number of funds is
expected to be N = 7600 £ 3500 which can be larger then the 8845 equity funds existing at the end of 2005. The
value for v was calculated as the constant parameter in a linear regression between the number of created funds N, ()
in year t and the total number of funds existing in the previous year N(t — 1). The value for A was calculated as the
proportion parameter in a linear regression for the number of annihilated funds N,(¢) in year ¢ and the total number
of funds in the previous year N(t — 1) as can be seen in Figure 11.

We can now determine a more quantitative notion of large sizes or large times. Given the above asymptotic solution
the size is considered large if

(@ - 24)2 > 1, (24)

which can be rewritten as

S D D
W—wg>—=—""-—.
dpy  p+4DA/p
Using the values for the monthly rates given in Table I we get that D/(4uy) = 0.5 which means that we should define
large size to be

(25)

S > S, (26)

where s is the size of funds created by the source in millions of dollars approximated as s; = 1 (in millions). By
demanding that at large times the solution be time independent, we arrive at the following definition for large times

lw—ws|  |w—w,
2uY  \/p®+4DX

Using the measured monthly rates in Table I and the value for A = 0.092 given in Section III we get that
1/(y/p? +4DX) =~ 420 and the large times condition is written as

t—1ts > 420 |w — ws|. (28)

t—ts > (27)

Since we use t is units of months, this means that even for a fund of size w = 1 a large time is considered such that it
is much larger than approximately 40 years. For large times the number density is independent of time and is given,
as a function of the dimensional parameters, by

v plw —ws)  py/lw — wsl
n(w) = N exp ( 5D D ) . (29)

Since the steady sate number of funds is constant we can calculate the probability density by dividing by N = v/A

/Jf(w _ws) . Mﬂ'w - ws) ) (30)

pw) = 2\ﬁeXp( 2D D

The tail distribution is given by

p0) ~ )~ exp (55 = VA~ 00) ) (31)

For which the CDF has a power law tail with an exponent (, such that

P(s>X) ~ X%, (32)
with
—p 4/ +4DA
Cs = 2D . (33)
Using the parameter values in Table I the exponent has the value

s = 0.18 4+ 0.04. (34)

The asymptotic value for the exponent is smaller then the measured exponents from the empirical data assuming a
power law tail which are given in Table I. Since the distribution is currently log-normal we expect that if we were to
measure the exponent for a power law tail fit it will be larger since the tail has to widen with time. This is indeed
the case.
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FIG. 12: The CDF from numerical calculation for time horizons of 5, 50 and 100 years given by (from left to right) the dotted,
full and dashed lines respectively. The distributions are compared to the ¢ — oo distribution represented by right full line.

C. A normal source of funds

The empirical observations suggest that the funds are created with a lognormal distribution in the fund sizes s or
a normal distribution in the log sizes w. The above analysis can be easily applied to a source of the type

1
f(a)ﬂ T) = \/@ exp <

By solving for (@, 7), as described in Appendix A, we get that the solution for the number density is given by

(@ — @)?

) O(r —75). (35)

2
O

dr’.

nen) = [ /D exp {ﬁ = 7)((1 = 49) +85) — A4y (7 = T)* + (@ = 8)° + 27 = 7))
o B2/ (02+4(1 — 1)) 4(o3 +4(r = 1))

(36)
There is no closed form (that we could get) for (36) and we leave the solution in the integral form. The number
density can be calculated numerically using (36) and indeed the resulting distribution is normal for short time scales
and becomes exponential in w (power law in s) for long times. In Figure 12 the CDF for the fund size s was calculated
numerically using (36) for time horizons of 5, 50 and 100 years. As expected, the size distribution seems to converge
towards a power law. The convergence is such that, for any finite time horizon, the tail of the distribution is lognormal
while the a larger portion of the CDF becomes a power law as the time horizon increases. Only at infinitely large times
does the distribution become a complete power law. This is due to the fact that the Green function is log-normal and
for the tail to become a power law funds must diffuse in size space towards larger and larger sizes.

VI. SIMULATION OF THE MODEL

In this section we describe simulation results of the above growth model and compare the resulting probability
density to the one given above.

A. The Simulation Model

The details of the actual simulation of the model are given in Appendix B. The rates used in the simulation
were calculated from the empirical data. The annihilation rate was calculated using a linear regression as shown
in Figure 11. The annihilation rate was taken to be A = 0.092/12 per month. The creation rate was taken to be
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P(s>X)

FIG. 13: The cumulative size density P(s > x) from simulations (o) is compared to the numerical calculation of the cumulative
size density (full line). The comparison is given for the time horizons:1,5,10,20 and 50 years from left to right respectively.

v = 500/12 per month. The value of v affects only the number of funds in the simulation and does not affect the
resulting distribution.

The parameters for the size changes were calculated from the CRSP monthly data for equity funds in the years
1991 to 2005 and are given in Section III. The drift u was calculated as the mean of the logarithmic size changes
and o was calculated as the standard deviation of these logarithmic size changes. The results were p = 0.038 and
o =0.247.

The new fund source was taken to be a mean zero normal (log normal in s) with a standard deviation of 3,
f(w) = N(0,3). The initial state for the simulation is no funds. At time ¢’ = 0, the source is introduced and funds
are created in a poisson process. The simulation continues up to time ¢’ = ¢ which is the defined time horizon. At
this time we record the size distribution. By repeating the process many times better statistics are achieved.

B. Simulation Results

The simulation was carried out with the above parameters for several times ¢t where the observation of funds sizes
is made. Each simulation was repeated 1000 times for each time horizon and the cumulative probability density
P(s > X) was calculated. In Figure 13 the CDF obtained from simulation is compared to the numerical calculation
using (36) calculated for the same time horizon. The comparison is given for varying time horizons of 1,5,10,20 and
50 years. It is apparent from the plot that as time progresses the distribution converges to a power law as expected.
Nevertheless, the time scales are quite large and are of the order of 100 years.

A comparison between the distribution obtained by simulating the model and the empirical distribution is given
in Figure 14(a) and Figure 14(b). Since the number of equity funds is negligible at the beginning of 1990 we can
consider the dynamics to have started then resulting in a time horizon for the year 1998 of 8 years. Thus, the empirical
distribution in Figure 14(a) and Figure 14(b) is compared to a simulation with an evolution time horizon of 8 years.
Even though the results from this simplified model do not completely coincide with the empirical data it captures
important aspects of the dynamics and more importantly it emphasizes the transient state in which the mutual fund
ecology is currently residing.

VII. A MORE REALISTIC MODEL

The simplified model given is by no means an exact model for the mutual fund growth process. However it does
convey the transient phase for which the distribution of fund sizes is better described by a lognormal. Using the
simplistic model we were able to calculate the time scales in which the distribution converges to the steady state
distribution. However, the growth process is surprisingly more complex and exhibits two very interesting phenomena.

The first phenomena is that the variation in growth rate o seems to decay with size. A similar phenomena was
observed for the processes of firm growth [1, 4, 36, 37]. It was found that the standard deviation of the growth
process obeys the same power law with the same exponent. This is not too surprising if one takes into account that
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FIG. 14: In the following plots we compare the results from simulating three models with the empirical distribution. The
comparison is between the empirical distribution at the end of 1998 given and the CDF obtained from simulation with the
corresponding time horizon of 8 years. For each model the results are given by a pair of plots ( a row). The left column of
plots are comparisons between the cumulative size density P(s > x) from simulations (full line) to the empirical cumulative
size density (dashed line). The right column of plots are Quantile-Quantile (QQ) plots of the empirical distribution quantiles
in the Y-axis and the simulation quantiles as the X-axis. The quantiles were calculated for the logarithm of the of the sizes (in
millions). The first row, Figures (a) and (b) are simulation results of the simple model described in Section VI. The second
row, Figures (c¢) and (d) are simulation results of the model with a size dependent diffusion constant (39). The third row,
Figures (e) and (f) are simulation results of the model with a size dependent diffusion constant (39) and drift term (40).
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FIG. 15: The standard deviation in the logarithmic size change of an equity fund o as a function of the fund’s size s. The
variance was calculated for the aggregated data; (a) for the years 1991 to 2006 and (b) for the year 1998. The data is compared
to a linear regression for the logarithms.

funds are firms belonging to the same industry. In Section VII A we modify the simplistic model to incorporate the
size dependence of the diffusion constant D = ¢2/2 . The model is then simulated and compared to the empirical
distribution.

The second interesting observation is that the average growth rate p is larger for smaller funds then it is for larger
ones as was described in Figure 8 in Section I. As was noted in the beginning the dominating form of growth for
small funds is by influx of money whereas for larger ones it is return on the assets. Using a linear regression between
the return and the fund size we find, surprisingly, that there is no simple correlation between return and mutual fund
size. As a result, the growth rate becomes constant for large funds for which the return on assets is the dominating
source for growth. In Section VIIB we incorporate the decaying growth rate into our model. The model is then
simulated and compared to the empirical distribution. The resulting distributions (from simulations) for different
years are compared to the corresponding empirical distributions. The agreement is overwhelmingly good. Thus, it
seems that this modified model is complex enough to capture the essence of the process and using it we can predict
the future shape of the equity mutual fund size distribution.

A. model 2.1

A striking result is that the variance in the logarithmic size change is size dependent with a power law dependence
of the form

o(s) ~ 5P, (37)

with an exponent of 5 ~ 0.2. This can be seen in Figure 15(a) and Figure 15(b) where the standard deviation was
binned into five logarithmically spaced bins with respect to the fund size. The fund size was calculated as the average
value of funds sizes in each bin and the standard error was calculated to be the standard deviation divided by the
square root of the bin occupancy. The value of the standard deviation for each bin and the error were calculated in
the same manner.

The figures suggest that a power law hypothesis relation between o and s is a good approximation and regardless
of the exact functional form of the relation, it is apparent that o(s) is a decreasing function of s. The consequence is
that the diffusion rate in log size space for the mutual funds is decreasing with their size and as a result the tails of
the distribution should remain thinner. This thinning of the tails results in an even slower conversion to the power
law tail existing in the steady state as suggested by our simplistic model.

Not only does the convergence to the power law tail be slower but the exponent to which the distribution converges
to is also affected by the decay of o. For large w we take the standard deviation to be small such that AD/u? < 1 for
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FIG. 16: (a) The mean logarithmic size change of an equity fund p as a function of the fund’s size s (in millions). The mean
was calculated for the aggregated data for the years 1991 to 2005. The data is compared to a power law relation given by (40).
(b) The mean logarithmic size change of an equity fund p as a function of the fund’s size s for the aggregated data for the
years 1991 to 2006.

which we approximate the tail exponent which is given by (33) as

G =—, (38)

which for the measured monthly annihilation and drift rates yields (s &~ 0.2 + 0.05. The value for the annihilation
rate is A = 0.092 £ 0.015 given in Section IIT and for the drift we use = 0.038 £ 0.007 given in Table I.
We modified the simplistic model to have a size dependent standard deviation of the form

o' (s) = o952, (39)

where 0p = 107%2% ~ 0.56. The model was simulated using the same values for the remaining parameters as in the
previous simple model .

In Figure 14(c) and Figure 14(d) we compare the modified simulation with the empirical distribution. The com-
parison is for a simulation with a time horizon of 8 years which corresponds to an observation on the empirical size
distribution of equity funds at the end of 1998 since the number of equity funds in the data set is negligible prior to
1991. It is clear that the distribution is closer to the observed distribution than the model with a constants standard
deviation. This can be seen using the QQ-plot given in Figure 14(d) where the quantiles obtained from the modified
simulation were compared to the quantiles obtained from the empirical data for the logarithm (base 10) of the size of
funds (in millions) existing at the end of 1998.

B. Model 2.2

Another aspect of the growth process that we have neglected so far is the dependence of the drift term g on the
size of the fund as can be seen in Figure 8. We now wish to further enhance our model to take this size dependence
into account. As a first approximation we fit a power law relation between the drift u and the size s (exponential in
the log size w) of the form

() = pos™ + fioc- (40)

This relation implies that the growth rate decays with the size of the fund. Smaller funds grow (in percent wise) faster
then larger funds. For very larger sizes the growth rate becomes approximately constant with a rate poo. Similar to
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|variable| 1991-1996 | 1991- 1998 | 1991- 2002 [ 1991- 2005

00 0.21 £0.07 | 0.26 £0.06 0.32£0.08 0.35 £0.07
16 0.29£0.03 | 0.25£0.03 0.21 £0.03 0.21 £0.03
Ho 0.38£0.14 | 0.33£0.11 0.22+£0.04 0.19£0.05
« 0.69£0.26 | 0.7+0.24 0.76 £0.14 0.74£0.21

Moo 0.016 £0.01]0.014 £ 0.008|0.0015 £ 0.0025|0.005 £ 0.004

TABLE II: 09 and « - The fitted parameter values for the size dependence of the variance of the growth process (37).

10, @ and oo - The fitted parameter values for the size dependence of the average growth rate (16).

The values are given with 95% confidence for the data averaged over different time horizons . The time horizons start in the
year 1991 and end in the years 1996, 1998, 2002 and 2005. The results for each parameter of the fit (line) is given in a different
column from left to right corresponding to the different time horizons.

what we have done previously , we compute the mean of the log size change in each of the 5 bins and check for a
size dependence in the drift term p. The results are plotted in Figure 16(a) for the aggregated size changes of funds
from the years 1991 to 2005 and in Figure 16(b) for the log size changes in the years 1991 to 1998. As can be seen in
Figure 16 the functional dependence of the average growth rate 1 seems to be constant over the years. However the
fitted, parameters change as is expected since the overall growth of the market differs from year to year. Fitting (40)
for the data, aggregated over different years, we get slightly different values for the fit parameters given in Table II.

Where o =1+ 0.5, gg = 0.35+ 0.3 and poo = 0.01 £ 0.005 with 95% confidence. Using the above value for jis in
(38) for the steady state power law exponent yields (s = 0.8 £ 0.4 which is in agreement with the observations.

We simulated the model with the added size dependence for the drift term and compared to the empirical distribution
in Figure 14(e). The QQ-plot for the comparison of the simulation results and the empirical distribution is given in
Figure 14(f) where the quantiles obtained from the modified simulation were compared to the quantiles obtained from
the empirical data for the logarithm (base 10) of the size of funds (in millions) existing at the end of 1998.

The empirical evidence seems to suggest that not only does the diffusion constant and the drift term depend on size
but so does the annihilation rate. The annihilation rate dependence is such that it decays with size for large sizes.
Through out our models and simulations we kept the annihilation rate a constant independent of size. It is in fact the
annihilation which is responsible for the formation of a power law tail. The effect of the annihilation is that most of
the annihilated funds will be with smaller sizes, due to the relatively larger number, and as a result the distribution
of funds changes to compensate for the loss of small funds and the upper tail gets wider. From simulation results we
concluded that the fact that the annihilation rate is size dependent does not affect the size distribution as much as
the size dependence of the diffusion rate and drift term.

To verify that the model captures the evolution of the size distribution the parameters of model 2.0 were calculated
from the aggregated data for several periods. Using the power law relations for the decaying variance in growth
rates (37) and the average growth rate (16) the value of the parameters were fit for the periods 1991 to 1996, 1998,
2002 and 2005. The value of the parameters is given in Table II. Using these estimated parameters model 2.2 was
simulated for the corresponding time horizons of 6, 8 ,12 and 15 years. The comparison of the simulation results and
the empirical distributions is given in Figure 17. It is apparent from the figure that the model accomplishes to capture
the essence of the distribution for the different years. It is apparent from the QQ-plot that the functional forms of
the two distributions are in agreement.

To conclude, the modified model takes into account the violation of Gibrat’s law through the size dependence of the
growth process. The empirical data suggests that there is an algebraic dependence between both the average growth
rate p and the variance of the growth process o. These departures from Gibrat’s law are such that the time scale
calculated above for the convergence into a steady state distribution will be upper bounds. Thus, the time needed
for the system to evolve into a state described by a power law for the tail of the distribution is even longer then the
estimated times described previously. These departures from the simple model are shown to explain the difference in
the observed distribution from the expected distribution from the simple model.

VIII. CONCLUSIONS

In this work we investigated the distribution of equity fund sizes and offered a stochastic model for the growth
process. We showed that the upper tail of the distribution is better described as a lognormal then a power law as
our model predicts. We identified three key processes; size change, creation and annihilation of funds, as responsible
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FIG. 17: Model 2.2 was simulated for different time horizons and is compared to the empirical distribution. The left Column
is a comparison of the CDF obtained by simulating Model 2.2 (full line) and is compared to the empirical CDF (dashed line).

The right Column is a QQ-plot comparing the two distributions. (a), (b) - The distribution at the end of 1996 is compared to
a simulation of a time horizon of 6 years.

(¢), (d) - The distribution at the end of 1998 is compared to a simulation of a time horizon of 8 years.
(e), (f) - The distribution at the end of 2002 is compared to a simulation of a time horizon of 12 years.
(g), (h) - The distribution at the end of 2005 is compared to a simulation of a time horizon of 15 years.
The parameters for the simulation are given in Table II

for the distribution we observe. In contrast with past work in the subject we did not assume that the distribution is
stationary. We allowed the distribution to evolve with time and we were able to identify the time scales on which our
model evolves. A system that can be described by our model will evolve such that the tails are initially log-normal
and become power-law after a long time. We showed that the growth process governing the mutual funds is more
complicated and the terms are size dependent. Nevertheless, this does not affect the functional form of the distribution
but only increases the time it will take the distribution to reach a power law state. Thus, we can conclude that mutual
funds obey a log-normal size distribution and given another millennia for the market to evolve we will find them in a
distribution better described by a power law.
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Appendix A: Analytical Solution To Model 1.0

We define the dimensionless size © = (1/D)w where D = 02 /2 and the dimensionless time 7 = (u?/D)t for which

= )+ 92 ) = Zus@n (A1)

By defining the function
n(@,7) = e (0, 1) (A2)
The Fokker-Plank equation (Al) is rewritten as

0 D 1 02 D -
4= - » — e~ %21(5
o+ M) + ] | @) = Do ) (43)

We simplify the problem by approximating the annihilation rate as independent of size and by defining the rate
v =1/4+ (D/u?)) the Fokker-Plank equation is written in the simple form

o
7T a2

g ] n(w,7) = %V@id)/Qf(@,T) (A4)

We define the Laplace transformed function ¢ (@, u) as

0@ = [ nf@ e (45)
0
and the Fourier transformed functions
[e's) e—ik‘d)
kou) = @, T da A6
vk = [ oenS= (A6)
0o e—ik:LZJ
k) = @,0” e AT
wil) = [ o0 (A7)
(A8)
For which (A4) is written as
2 D
[u+ 5+ K] ¢k, u) = EVf(k,U) + 1o (k) (A9)
with the source distribution transformed as follows
_ 0 oo 52 o—ik&—ur
flk,u) = / / e~ f(w, 1) ———dwdr (A10)
0 —o00 vV 2T
We define a generalized source as
D -
F(k,u) = Euf(k,u) + o (k) (A11)
For which the solution for ¢ (k,u) is then
F(k,u)
k = Al12
wllk) = (A12)

The time dependent number density n(w,t) can now be calculated for a given source f(w,t).
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1. An impulse response (Green’s function)

The Fokker-Planck equation in (A4) is given in a linear form
Ln(w,7) =S(@,7), (A13)

where L is a linear operator and S is a source function. We define the Green’s function G(@, 7) to be the solution for
a point source in both size and time

£G((:)—(:)0,T—T0) :(5((:)—(:)0)5(7'—7'0), (A14)

where ¢ is the Dirac delta function . Using the Green’s function, the number density for any general source can be
written as

77((:],’7') = //S((:)Q,TQ)G((:J—(:Jo,T—To)d(:)()dTo. (A15)
We solve for the Green function using the previous analysis with a source of the form
D . - -
Eue_wmf(w, T) = 8@ — &9)d(T — 70)- (A16)

This is a source for funds of size wy generating an impulse at ¢t = £5. We will assume that prior to the impulse at
t = 0~ there were no funds which means that the initial conditions are n(®,07) = 0 which yields (k) = 0.
Using (A11) we write

1
Fk,u) = Ton exp [—ikwy — uT) (A17)
and ¥(k,u) is given by
1 exp[—ikiy — utg]
k _ A18
wlk,) = =T (A15)
The inverse Laplace transform yields
1 N
ok, 1) = 7 exp [—(T —T0) (’y +k ) — zkwo] 0(1 — 710), (A19)
where 6 is the Heaviside step function. An inverse Fourier transform yields
- 1 O — @p)?
G — @y, 7 — 1) = Tﬂexp _51(7'—20)) — (1t —10)| 0(T — 70). (A20)
—To

2. A continuous source of constant size funds

After obtaining the green’s function we will look at a continuous source of funds of size w, starting at a time ¢
which can be written as

flw,t) = 6(w — ws)0(t — ts). (A21)
Rewriting the source using dimensionless variables yields
fl@o,7)=0(0—@s)0(1 — 75) (A22)

and using (A15) yields
(@, 1) //.7:(&/, ™G@ -7 —7)do' dr’

// /2 VD (@ —@0)0(T — 15)G(0 — &, 7 — 7)d@'dr’

D
= /T ef““/2 e G(© — g, 7 — 7')d7’

I vD T 1 exp (@ — @)

VT2 (r—1") _4(7'—7/)

—y(r =7)| 0 — 7)ar' (A23)
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We change variables such that © = v/7 — 7/ for which the integral is rewritten as

vD Tmaz=VT—Ts ((:} _ @3)2
ex —_—
ﬁﬂ2 0 P 41’2

We approximate the integral for large sizes using the method of steepest ascent
Tmax 1
/ exp {—g(x*) - ig”(ac*)(x - x*)2} dz
0

exp {—g(zx)} [erf ( g”(;:*)ﬂ) + erf ( g”(;*) (Tmaz — x*))]

m 9" (x)
297 (@) 1+ erf ( 5 (acmaz)>]

,/ﬁ*) exp {—g(z+)} . (A25)

The expansion was done under the assumption that g”(z*) > 0 where zx is such that ¢’(x*) = 0. In the last part we
made the approximation that zx > 0 and x,,., > x*. The approximation that xx > 0 is valid for times 7 > 7. If
the value x* is not much larger then O then the lower bound in the integration will be replace by x,n

We define A® = & — @, and write

n(@,7) = e"%/? — 73:2} dz. (A24)

Q

/ " exp {—g(2)} do

™
29" (v*)

Q

exp {—g (=)}

Q

g(x) = %&j + vz, (A26)
By demanding that the first derivative vanish we get
o\ 1/4
Tx = <A4:2> / . (A27)
For which
g(zx) = 7|AC|
g"(zx) = 8. (A28)

As described above the integral is approximated by

=t g oo (4527) "o (v (4527) )]

(A29)
Finally the number density is given by

e (52— ) e e on(£522) e v (522 ) )]
(A30)

3. A normal source of funds

The above analysis can be easily applied to a source of the type

1
f(bD?T) = \/@ €xp <

(O —@s)?

) O(r —75), (A31)

2
O

for which we write

- D ~ )2
n(@,7) = //e_“’ /2721/ exp (_(w zwé) ) (7' —7)G(o — &', 7 — 7)dw'dr’. (A32)
1

\/mo?
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Substituting the form for the green function from (A20) into the above equation for n yields
1 (@ —a")?

n(@,7) = //e&//zlﬂ’:/% exp { @ U;S)z] md(r —1') op A1) e H(TT/)G(T,TS)dZ}A/Z;'

Performing the integration on @’ in (A33) we solve for n(®, 7) and the transformation (A2) yields the solution for the
number density

(5.7 = T vD ox (1 —7)(02(1 — 4y) + 80) — 4(4y(T — 7')2 + (© — @)% + 2(7 — T")@s)
(&.7) /rs /LZ\/W(0§+4(777’)) p{ 4(c2 +4(r—71"))

There is no closed form (that we could get) for (A34) and we leave the solution in the integral form.

dr’.

(A34)

Appendix B: The Simulation Model

We define three rates:

1. The rate of size change taken to be 1 for each fund and N for the entire population.
Thus, each fund changes size with a rate taken to be unity.

2. The rate of annihilation of funds of size w defined as A(w)n(w,t) .
Each fund is annihilated with a rate A which can be depend on the fund size.

3. The rate of creation of new funds v.
Each new fund is created with a size w with a probability density f(w).

In order to simulate the process we define probabilities for the occurrence of each of the above with probabilities
that are defined in such a way that the ratio of any pair is equal to the ratio of the corresponding rates. At every
simulation time step, with a probability ﬁ a new fund is created and we proceed to the next simulation time
step. If a fund was not created then the following is repeated (1 4+ A)N times. We pick a fund at random. With a
probability 14%\ we change the fund size and with a probability of 1_%\ the fund is annihilated. The simulation time
can be compared to 'real’ time if every time a fund is not created we add 1/(1 + \) to the clock. The time is then
measured in what ever units our rates are measured in. In our simulation we use monthly rates and as such a unit
time step corresponds to one month.
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